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access layer. The OSN proposes a scalable substrate composed of = |FU8 ¢ , %
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storage appliances that are robust and secure, intended to be SDSC : ) Telescope Astronomy 27TB 100 PB

simple to manage while supporting various data access patterns. Combined Array for
One aim is to develop processes and solutions to encourage Astronomy Astronomy 50 MB 50 TB
widespread adoption. The OSN prototype will leverage existing use ; the Process Seale o 1 GB 278
cases across several research communities for early adoption, il e o Lang heglons o e Collaborative Gene

Uﬂlted StateS Alaska & Hawaii are part of the West Region Matching Bioinformatics 1 GB 1 PB

allowing the OSN team to evaluate and test this new type of
cyberinfrastructure. At the service level, the OSN will enable flexible

and scalable science driven collaborations, necessary for the |nfraStrUCture deSign gOaIS

creation of robust data science software that combines unique data

resources regularly and easily. ; . ;
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High-Speed Networking | Funded Datasets

HW/SW architecture

OSN node specs Service architecture

= Efficient Systems Management =
Centralized Management/Monitoring | Limited Use of On-Site Staff | Deployed in SUs

Project timeline

= Provide Safe, Reliable, Consistent Storage =
Policy-Based Redundancy | Data Locality | Geography-Aware Replication | Workload Specific

Technical
goals

(- Datacontributors|

netruments enser 1‘“" Diazsd collctons| = Encourage Familiarity with Petascale Systems =
i Dataset cu ratiori and annotation ; +
/m. dmmge\ Prompt definition of data Leverage community-built
E Community portals Direct data transfer i D standards tools
::__________:____:__________________:______________________:______________________:::::____:____::____:____:____::_____Z: O 2
| —— GCJ g Enable data sharing Cultivate data discovery
OSN input API o —
53 Interface Globus Auth Foster multi-disciplinary

Improve data dissemination

Interaction

Apps+Data containers
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Five 4U Data Nodes | Three 1U Monitoring Nodes
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